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5. Design of convolutional code and Viterbi algorithm.
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Introduction 

Coding     theory     is     concerned     with     the     transmission     of     data     

across   noisy   channels   and   the   recovery   of   corrupted   messages.    It    has    found 

widespread  applications  in   electrical  engineering,  digital  communication,  

mathematics and computer science. The transmission of the data over the channel depends 

upon two parameters. They are transmitted power and channel bandwidth. The power spectral 

density of channel noise and these two parameters determine signal to noise power ratio. 

The signal to noise power ratio determine the probability of error of the modulation 

scheme. Errors are introduced in the data when it passes through the channel. The channel 

noise interferes the signal. The signal power is reduced. For the given signal to noise ratio, the 

error probability can be reduced further by using coding techniques. The coding techniques 

also reduce signal to noise power ratio for fixed probability of error. 

Principle of block coding 
 

For the block of k message bits, (n-k) parity bits or check bits are added. Hence the 

total bits at the output of channel encoder are ‘n’. Such codes are called (n,k)block 
codes.Figure illustrates this concept. 
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input output 
 

 

 

 

 

 

 

 

 

 

 

Figure: Functional block diagram of block coder 
 

Types are 

Systematic codes: 

In the systematic block code, the message bits appear at the beginning of the code 

word. The message appears first and then check bits are transmitted in a block. This type of 

code is called systematic code. 

Nonsystematic codes: 
 

In the nonsystematic block code it is not possible to identify the message bits and 

check bits. They are mixed in the block. 

k (n-k) 

n bits 

Check bits Message 

k bits 

Message 
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Consider the binary codes and all the transmitted digits are binary. 
 

Linear Block Codes 
 

A code is linear if the sum of any two code vectors produces another code vector.  

This shows that any code vector can be expressed as a linear combination of other code 

vectors. Consider that the particular code vector consists of m1,m2, m3,…mk message bits and 

c1,c2,c3…cq check bits. Then this code vector can be written as, 

X=(m1,m2,m3,…mkc1,c2,c3…cq) 

Here q=n-k 

Whereq are the number of redundant bits added by the encoder. 

Code vector can also be written as 

X=(M/C) 
 

Where M= k-bit message vector 

C= q-bit check vector 

The main aim of linear block code is to generate check bits and this check bits are 

mainly used for error detection and correction. 

Example : 
 

The (7, 4) linear code has the following matrix as a generator matrix 
 

 

If u = (1 1 0 1) is the message to be encoded, its corresponding code word would be 

A linear systematic (n, k) code is completely specified by ak × n matrix G of the 

following form 
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Let u = (u0, u1, … , uk-1) be the message to be encoded.The corresponding code word 

is 

 

 

The components of v are 

 

 

 
 

 

The n – k equations given by above equation are called parity-check equations of the 

code 
 

Example for Codeword 

The matrix G given by 
 

 

Let u = (u0, u1, u2, u3) be the message to be encoded and v = (v0, v1, v2, v3, v4, v5,v6) be 

the corresponding code word 
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Solution : 

 
By matrix multiplication, the digits of the code word v can be determined. 

 

 

 
 

 
If the generator matrix of an (n, k) linear code is in systematic form, the parity-check 

matrix may take the following form 

 

 
Encoding circuit for a linear systematic (n,k) code is shown below. 
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Figure: Encoding Circuit 
 

For the block of k=4 message bits, (n-k) parity bits or check bits are added. Hence 

the total bits at the output of channel encoder are n=7. The encoding circuit for (7, 4) 

systematic code is shown below. 
 

Figure: Encoding Circuit for (7,4) code 

 

 

Syndrome and Error Detection 
 

Let v = (v0, v1, …, vn-1) be a code word that was transmitted over a noisy channel. Let 

r = (r0, r1, …, rn-1) be the received vector at the outputof the channel 
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Where 
 

e = r + v = (e0, e1, …, en-1) is an n-tuple and the n-tuple ‘e’ is called the 

error vector (or error pattern).The condition is 

ei = 1 for ri ≠ vi 

ei = 0 for ri = vi 

Upon receiving r, the decoder must first determine whether r contains transmission 

errors. If the presence of errors is detected, the decoder will take actions to locate the errors, 

correct errors (FEC) and request for a retransmission of v. 

When r is received, the decoder computes the following (n – k)-tuple. 

s = r • HT 

s = (s0, s1, …, sn-k-1) 

where s is called the syndrome of r. 

The syndrome is not a function of the transmitted codeword but a function of error 

pattern. So we can construct only a matrix of all possible error patterns with corresponding 

syndrome. 

When s = 0, if and only if r is a code word and hence receiver accepts r as the 

transmitted code word. When s≠ 0, if and only if r is not a code word and hence the presence 
of errors has been detected. When the error pattern e is identical to a nonzero code word (i.e., 

r contain errors but s = r • HT = 0), error patterns of this kind are called undetectable error 

patterns. Since there are 2k – 1 non-zero code words, there are 2k – 1 undetectable error 

patterns. The syndrome digits are as follows: 

s0 = r0 + rn-k p00 + rn-k+1 p10 + · ··  + rn-1 pk-1,0 

s1 = r1 + rn-k p01 + rn-k+1 p11 + · · · + rn-1 pk-1,1 

. 

sn-k-1 = rn-k-1 + rn-k p0,n-k-1 + rn-k+1 p1,n-k-1 + · · ·  + rn-1 pk-1,n-k-1 

 

The syndrome s is the vector sum of the received parity digits (r0,r1,…,rn-k-1) and the parity- 

check digits recomputed from the received information digits (rn-k,rn-k+1,…,rn-1). 

The below figure shows the syndrome circuit for a linear systematic (n, k) code. 
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Figure: Syndrome Circuit 
 

Error detection and error correction capabilities of linear block codes: 
 

If the minimum distance of a block code C is dmin, any two distinct code vector of C 

differ in at least dmin places. A block code with minimum distance dmin is capable of detecting 

all the error pattern of dmin– 1 or fewer errors. 

However, it cannot detect all the error pattern of dmin errors because there exists at least 

one pair of code vectors that differ in dmin places and there is an error pattern of dmin errors 

that will carry one into the other. The random-error-detecting capability of a block code with 

minimum distance dmin is dmin– 1. 

An (n, k) linear code is capable of detecting 2n – 2k error patterns of length n 

Among the 2n – 1 possible non zero error patterns, there are 2k – 1 error patterns that are 

identical to the 2k – 1 non zero code words. If any of these 2k – 1 error patterns occurs, it 

alters the transmitted code word v into another code word w, thus w will be received and its 

syndrome is zero. 

If an error pattern is not identical to a nonzero code word, the received vector r will 

not be a code word and the syndrome will not be zero. 

Hamming Codes: 
 

These codes and their variations have been widely used for error control 

in digital communication and data storage systems. 

For any positive integer m ≥ 3, there exists a Hamming code with the following parameters: 

Code length: n = 2m – 1 

Number of information symbols: k = 2m – m – 1 

Number of parity-check symbols: n – k = m 

Error-correcting capability: t = 1(dmin= 3) 



8 
 

The parity-check matrix H of this code consists of all the non zero m-tuple as its columns 

(2m-1) 
 

In systematic form, the columns of H are arranged in the following form 

H = [Im Q] 

where Im is an m × m identity matrix 

The sub matrix Q consists of 2m – m – 1 columns which are the m-tuples of weight 2 or 

more. The columns of Q may be arranged in any order without affecting the distance property 

and weight distribution of the code. 

In systematic form, the generator matrix of the code is 

G = [QT I2m–m–1] 

where QT is the transpose of Q and I 2m–m–1 is an (2m – m – 1) ×(2m – m – 1) 

identity matrix. 

Since the columns of H are nonzero and distinct, no two columns add to zero. Since H 

consists of all the nonzero m-tuples as its columns, the vector sum of any two columns, say hi 

and hj, must also be a column in H, say hlhi+ hj+ hl = 0.The minimum distance of a Hamming 

code is exactly 3. 

Using H' as a parity-check matrix, a shortened Hamming code can be obtained with 

the following parameters : 

Code length: n = 2m – l – 1 

Number of information symbols: k = 2m – m – l – 1 

Number of parity-check symbols: n – k = m 

Minimum distance : dmin ≥ 3 

When a single error occurs during the transmission of a code vector, the resultant 

syndrome is nonzero and it contains an odd number of 1’s (e x H’T corresponds to a column 
in H’).When double errors occurs, the syndrome is nonzero, but it contains even number of 
1’s. 

Decoding can be accomplished in the following manner: 

i) If the syndrome s is zero, we assume that no error occurred 

ii) If s is nonzero and it contains odd number of 1’s, assume that a single error 
occurred. The error pattern of a single error that corresponds to s is added to the received 

vector for error correction. 

iii) If s is nonzero and it contains even number of 1’s, an uncorrectable error 

pattern has been detected. 
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Problems: 
 

1. 
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Binary Cyclic codes: 

Cyclic codes are the sub class of linear block codes. 

Cyclic codes can be in systematic or non systematic form. 

Definition: 

A linear code is called a cyclic code if every cyclic shift of the code vector produces 

some other code vector. 

Properties of cyclic codes: 
 

(i) Linearity (ii) Cyclic 

 

 

Linearity: This property states that sum of any two code words is also a valid code word. 
 

X1+X2=X3 

 

Cyclic: Every cyclic shift of valid code vector produces another valid code vector. 
 

Consider an n-bit code vector 
 

X = {xn-1,xn-2, ....................... x1,x0} 
 

Here xn-1, xn-2 ….x1, x0 represent individual bits of the code vector ‘X’. 
 

If the above code vector is cyclically shifted to left side i.e., One cyclic shift of X gives, 
 

X’= {xn-2  ….x1, x0, xn-1} 

Every bit is shifted to left by one position. 
 

Algebraic Structures of Cyclic Codes: 
 

The code words can be represented by a polynomial. For example consider the n-bit code 

word X = {xn-1,xn-2, ........................ x1,x0}. 
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X1+X2=X3 

 

Cyclic: Every cyclic shift of valid code vector produces another valid code vector. 
 

Consider an n-bit code vector 
 

X = {xn-1,xn-2, ....................... x1,x0} 
 

Here xn-1, xn-2 ….x1, x0 represent individual bits of the code vector ‘X’. 
 

If the above code vector is cyclically shifted to left side i.e., One cyclic shift of X gives, 
 

X’= {xn-2  ….x1, x0, xn-1} 

Every bit is shifted to left by one position. 
 

Algebraic Structures of Cyclic Codes: 
 

The code words can be represented by a polynomial. For example consider the n-bit code 

word X = {xn-1,xn-2, ........................ x1,x0}. 

A linear code is called a cyclic code if every cyclic shift of the code vector produces 

some other code vector. 

 

Properties of cyclic codes:
 

(i) Linearity (ii) Cyclic 

 

Linearity: This property states that sum of any two code words is also a valid code word. 

                                  UNIT IV                       

            Binary Cyclic Codes 

Cyclic codes are the sub class of linear block codes. 

Cyclic codes can be in systematic or non systematic form. 

Definition: 

 Binary Cyclic codes: 
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This code word can be represented by a polynomial of degree less than or equal to (n-1) 

i.e., 

X(p)=xn-1p
n-1+xn-2p

n-2+.......................+x1p+x0 

Here X(p) is the polynomial of degree (n-1) 

p- Arbitrary variable of the polynomial 

The power of p represents the positions of the codeword bits i.e., 

pn-1 – MSB 

p0     -- LSB 

p -- Second bit from LSB side 
 

Polynomial representation due to the following reasons 
 

(i) These are algebraic codes, algebraic operations such as addition, 

multiplication, division, subtraction etc becomes very simple. 

(ii) Positions of the bits are represented with help of powers of p in a 

polynomial. 

Generation of code words in Non-systematic form: 
 

Let M= {mk-1, mk-2,……………….m1,m0} be ‘k’ bits of message vector. Then it can be 
represented by the polynomial as, 

M(p)=mk-1p
k-1+mk-2p

k-2+ ...................... +m1p+m0 

Let X(p) be the code word polynomial 

X(p)=M(p)G(p) 

G(p) is the generating polynomial of degree ‘q’ 
 

For (n,k) cyclic codes, q=n-k represent the number of parity bits. 

The generating polynomial is given as 

G(p)= pq+gq-1p
q-1+ .................+g1p+1 

Where gq-1, gq-2, .............................. g1 are the parity bits. 
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If M1, M2, M3 .................................... etc are the other message vectors, then the corresponding 

code vectors can be calculated as 
 

X1(p) =M1  (p) G (p) 
 

X2(p) =M2  (p) G (p) 
 

X3(p) =M3  (p) G (p) 
 

Generation of Code vectors in systematic form: 
 

X = (k message bits : (n-k) check bits) = (mk-1,mk-2, ................... m1,m0  : cq-1,cq- 

2, ............... c1,c0) 
 

C (p) = cq-1p
q-1+cq-2p

q-2+ ................ +c1p+c0 

The check bit polynomial is obtained by 

C(p)= rem [ 𝑝ܯݍ(𝑝)
 (𝑝)ܩ [

 

Generator and Parity Check Matrices of cyclic codes: 
 

Non systematic form of generator matrix: 
 

Since cyclic codes are sub class of linear block codes, generator and parity check matrices 

can also be defined for cyclic codes. 

The generator matrix has the size of k x n. 

Let generator polynomial given by equation 

G(p)= pq+gq-1p
q-1+ .................+g1p+1 

Multiply both sides of this polynomial by pi i.e., 

pi G(p) = pi+q+gq-1p
i+q-1…………….+g1p

i+1+pi and i=(k-1),(k-2), .................2,1,0 

Systematic form of generator matrix: 
 

Systematic form of generator matrix is given by 
 

G= [Ik : Pkxq]kxn 

The tth row of this matrix will be represented in the polynomial form as follows 

tth row of G = pn-t + Rt(p) 
 

Where t= 1, 2, 3 ............... k 
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Lets divide pn-t by a generator matrix G(p). Then we express the result of this division in 

terms of quotient and remainder i.e., 
 𝑝݊−ܩ ݐ(𝑝) 

 + ݐ݊݁݅ݐ݋ݑܳ =
 ݎܴ݁݀݊݅ܽ݉݁

 
 (𝑝)ܩ 

 

Here remainder will be a polynomial of degree less than q, since the degree of G(p) is ‘q’. 

The degree of quotient will depend upon value of t 

Lets represent Remainder = Rt(p) 

Quotient = Qt(p) 

 
 𝑝݊−ݐܴ ݐ(𝑝) ܩ(𝑝) 

 (𝑝)ܩ + (𝑝)ݐܳ  =
 

 
 

 

 
And t= 1,2, .................... k 

𝑝݊−ݐܳ = ݐ(𝑝)ܩ(𝑝) + ܴݐ(𝑝) 

 
 
 𝑝݊−ݐܴ + ݐ(𝑝) = ܳݐ(𝑝)ܩ(𝑝) 

Represents tth row of systematic generator matrix 

Parity check matrix H = [PT : Iq]qxn 

Encoding using an (n-k) Bit Shift Register: 

The feedback switch is first closed. The output switch is connected to message input. 

All the shift registers are initialized to zero state. The ‘k’ message bits are shifted to the 
transmitter as well as shifted to the registers. 
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After the shift of ‘k’ message bits the registers contain ‘q’ check bits. The feedback 
switch is now opened and output switch is connected to check bits position. With the every 

shift, the check bits are then shifted to the transmitter. 

The block diagram performs the division operation and generates the remainder. 

Remainder is stored in the shift register after all message bits are shifted out. 

Syndrome Decoding, Error Detection and Error Correction: 
 

In cyclic codes also during transmission some errors may occur. Syndrome decoding can 

be used to correct those errors. 

Lets represent the received code vector by Y. 
 

If ‘E’ represents the error vector then the correct code vector can be obtained as 
 

X=Y+E or Y=X+E 
 

In the polynomial form we can write above equation as 
 

Y(p) = X(p)+E(p) 
 

X(p) = M(p)G(p) 
 

Y(p)= M(p)G(p) + E(p) 
 

 

 

 
If Y(p)=X(p) 

ܻ(𝑝) ܩ(𝑝) 
 + ݐ݊݁݅ݐ݋ݑܳ =

 ݎܴ݁݀݊݅ܽ݉݁
 

 (𝑝)ܩ 

 ܺ(𝑝) ܩ(𝑝) 
 + ݐ݊݁݅ݐ݋ݑܳ =

 ݎܴ݁݀݊݅ܽ݉݁
 

 (𝑝)ܩ 
 

 

 

 ܻ(𝑝) ܴ(𝑝) ܩ(𝑝) 
= ܳ(𝑝) + ܩ(𝑝) 

 
 
 

Y(p)=Q(p)G(p) + R(p) 
 

Clearly R(p) will be the polynomial of degree less than or equal to q-1 
 

Y (p) =Q (p) G (p) +R (p) 

M(p)G(p)+E(p)=Q(p)G(p)+R(p) 

E(p)=M(p)G(p)+Q(p)G(p)+ R(p) 
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E(p)=[M(p)+Q(p)]G(p)+R(p) 
 

This equation shows that for a fixed message vector and generator polynomial, an 

error pattern or error vector ‘E’ depends on remainder R. 

For every remainder ‘R’ there will be specific error vector. Therefore we can call the 
remainder vector ‘R’ as syndrome vector ‘S’, or R(p)=S(p). Therefore 

 ܻ(𝑝) ܵ(𝑝) ܩ(𝑝) 
= ܳ(𝑝) + ܩ(𝑝) 

Thus Syndrome vector is obtained by dividing received vector Y (p) by G (p) i.e., 
 

 ܵ(𝑝) = ݉݁ݎ[ 

 
Block Diagram of Syndrome Calculator: 

ܻ(𝑝) ܩ(𝑝)
]
 

 

 
 

There are ‘q’ stage shift register to generate ‘q’ bit syndrome vector. Initially all the 
shift register contents are zero & the switch is closed in position 1. 

The received vector Y is shifted bit by bit into the shift register. The contents of flip 

flops keep changing according to input bits of Y and values of g1,g2 etc. 

After all the bits of Y are shifted, the ‘q’ flip flops of shift register contain the q bit 
syndrome vector. The switch is then closed to position 2 & clocks are applied to shift register. 

The output is a syndrome vector S= (Sq-1, Sq-2 ….S1, S0) 

Decoder of Cyclic Codes: 

Once the syndrome is calculated, then an error pattern is detected for that particular 

syndrome. When the error vector is added to the received code vector Y, then it gives 

corrected code vector at the output. 
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The switch named Sout is opened and Sin is closed. The bits of the received vector Y 

are shifted into the buffer register as well as they are shifted in to the syndrome calculator. 

When all the n bits of the received vector Y are shifted into the buffer register and Syndrome 

calculator the syndrome register holds a syndrome vector. 

Syndrome vector is given to the error pattern detector. A particular syndrome detects 

a specific error pattern. 

Sin is opened and Sout is closed. Shifts are then applied to the flip flop of buffer 

registers, error register, and syndrome register. 

The error pattern is then added bit by bit to the received vector. The output is the 

corrected error free vector. 
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Convolution codes 
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Decoding methods of Convolution code: 
 

1.Veterbi decoding 

2.Sequential decoding 

3.Feedback decoding 

Veterbi algorithm for decoding of convolution codes(maximam likelihood decoding): 

Let represent the received signal by y. 

Convolutional encoding operates continuously on input data 

Hence there areno code vectorsand blocks such as. 

Metric:it is the discrepancybetwen the received signal y and the decoding signal at 

particular node .this metric can be added over few nodes a particular path 

Surviving path: this is the path of the decoded signalwith minimum metric 

In veterbi decoding ametric isassigned to each surviving path 

Metric of the particular is obtained by adding individual metric on the nodes along that 

path. 

Y is decoded as the surviving path with smallest metric. 

Example: 
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Exe: 
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